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Abstract—With the rise of time-critical and interactive scenarios,
ultra-low latency has become the most urgent requirement.
Adaptive bitrate (ABR) schemes have been widely used in reducing
latency for live streaming services. However, the traditional
solutions suffer from a key limitation: they only utilize coarse-
grained chunk to solve the I-frame misalignment problem in
different bitrate switching process at the cost of increasing latency.
As a result, existing schemes are difficult to guarantee the timeliness
and granularity of control in essence. In this paper, we use a
frame-based approach to solve the I-frame misalignment problem
and propose a video adaptation bitrate system (Vabis) in units of
the frame for time-critical live streaming to obtain the optimal
quality of experience (QoE). On the server-side, a Few-Wait ABR
algorithm based on Reinforcement Learning (RL) is designed to
adaptively select the bitrate of future frames by state information
that can be observed, which can subtly solve the problem of I-frame
misalignment. A rule-based ABR algorithm is designed to optimize
the Vabis system for the weak network. On the client-side, three
delay control mechanisms are designed to achieve frame-based
fine-grained control. We construct a trace-driven simulator and
the real live platform to evaluate the comprehensive live streaming
performance. The results show that Vabis is significantly better
than the existing methods with decreases in an average delay of
32%–77% and improvements in average QoE of 28–67%.

Index Terms—Bitrate adaptation, live streaming, ultra-low
latency, reinforcement learning.

I. INTRODUCTION

W ITH the proliferation of mobile devices such as smart-
phones and smart-watches, the proportion of live

streaming traffic and the number of mobile live video streaming
applications are also growing rapidly [1]. Many adaptation bi-
trate (ABR) algorithms have been widely adopted in live video
streaming to improve Quality of Experience (QoE) by tradeoff
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Fig. 1. Chunk-based streaming media transmission process. Video server can
not start transmitting chunk 1 until the entire chunk is cached and the client can
not start playing chunk 1 until the entire chunk is downloaded.

high quality and low rebuffering user experience [2], [3], such as
buffer-based methods [4], rate-based methods [5], quality-based
methods [6], and RL-based methods [7]. But with the advent of
5G, many time-critical and interactive applications are emerging
in a blowout, such as a tip for the live show, the SMG football (lot-
tery ticket for a football match) and virtual reality (VR)[8], [9].
This will result in ultra-low latency becoming the most urgent
requirement in live streaming scenarios [10]. However, the ex-
isting live streaming mode is usually achieved by first buffering
the video locally for 3–5 s and then playing the video through the
ABR algorithm, and only utilizing simple and delay-insensitive
chunk as the basic unit of decision making, which is not applica-
ble for live streaming with extremely high latency requirements.
How to achieve the goal of obtaining the optimal QoE [11], [12]
on the basis of ensuring ultra-low latency [13], [14] has become
an upcoming issue.

As shown in Fig. 1. Current excellent adaptive bitrate al-
gorithms are implemented in a chunk-based streaming media
framework. The feature is that the video server can not start
transmitting a given chunk until the entire chunk is cached and
the client can not start playing a given chunk until the entire
chunk is downloaded. Due to that bitrate decision can only be
made at the chunk boundary, the bitrate strategy cannot be ad-
justed until the current entire chunk is downloaded. This will
cause the environmental state to not be quickly reflected in the
bitrate execution and form long-wait ABR. As a result, it is dif-
ficult to guarantee the timeliness and granularity of control in
essence.

The reason why the existing solutions do not use a frame-
based approach that can achieve more fine-grained control and
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Fig. 2. Bitrate selection process. When the I-frame is aligned, the bitrate decision is synchronized with the bitrate execution. When the I-frame is not aligned,
the bitrate decision is not synchronized with the bitrate execution and the I-frame position of the selected bitrate is unpredictable.

decision making is that the frame-based method can’t solve the
problem of I-frame misalignment, but the chunk-based method
can.

The problem of I-frame misalignment is crucial for video
transmission. As shown in Fig. 2, due to that video bitrate will
only be switched at the I-frame position, the problem of I-frame
misalignment will cause the bitrate decision is not synchronized
with the bitrate execution. Its characteristic is that the location
of the next I-frame of the selected bitrate video is unpredictable
and the time difference between bitrate decision and bitrate ex-
ecution is also unpredictable. Since the optimal bitrate decision
is made based on the current state of the environment, this will
result in the optimal bitrate at the time of the bitrate decision
is not necessarily the optimal bitrate at the time of the bitrate
execution. And then this will cause inaccurate bitrate decision
and out-of-tolerance performance. More details can be found in
Section 3.2.

The chunk-based methods, at the cost of increasing the la-
tency, can solve the problem of I-frame misalignment between
different bitrate videos through a transcoding server, which im-
plements bitrate conversion, video buffering different bitrate and
dividing the video into chunks according to I-frame position. The
feature is that the client cannot perform frame downloading until
at least a chunk is buffered on the server-side and I-frame align-
ment operation is implemented. This process greatly increases
the waiting delay of the frame and increases the resource cost of
the streaming media server. However, the characteristic of the
frame-based method is that frame can be downloaded as long as
there are frames in the server playback buffer and frame can be
played as long as there are frames in the client playback buffer.
So the frame-based method cannot achieve I-frame alignment
by buffering.

ABR algorithm is a bitrate selection strategy. The existing
outstanding ABR algorithm can be divided into the following
two major categories. One is ABR algorithms based on fixed
rules, such as buffer-based methods [4], rate-based methods [5],
and quality-based methods [6]. These schemes require signif-
icant tuning and do not generalize to different network condi-
tions and QoE objectives, which only build simple and inac-
curate models in the current environment [7]. Therefore, these
methods are inevitably unable to achieve optimal performance
for various network conditions. The other is RL-based meth-
ods [15], which train a neural network model that adaptively

selects the bitrate of future segments through the observed state
information. It can automatically adjust its parameters according
to its input to obtain the optimal bitrate in complicated scenar-
ios. Therefore, we adopt the RL-based approach to select the
bitrate of future frames. However, due to the problem of I-frame
misalignment, the RL-based method will inevitably cause mis-
matching between action and reward during training. To achieve
the correct parameter update each time, how to achieve action
and reward match is also a great challenge.

In this paper, we use a frame-based approach to solve the
I-frame misalignment problem and propose a video adaptation
bitrate system (Vabis) in units of the frame for time-critical live
streaming to obtain the optimal QoE based on ensuring ultra-low
latency. On the server-side, a Few-Wait ABR algorithm based on
RL is designed to adaptively select the bitrate of future frames by
state information that can be observed. It can skillfully solve the
problem of long-wait between bitrate decision and bitrate exe-
cution and the problem that the action does not match the reward
caused by the I-frame misalignment. Due to the weak network
making the RL algorithm more conservative during training, as
an optimization, we specifically build a rule-based ABR algo-
rithm for the weak network. On the client-side, three delay con-
trol mechanisms are designed: slow playback, fast playback, and
frame skipping to achieve frame-based fine-grained control.

We compare Vabis with the existing excellent adaptive bi-
trate methods in different video and network scenarios. The re-
sults from the simulator show that Vabis is significantly better
than the existing methods with decreases in an average delay of
32%–77% and improvements in average QoE of 28%–67%.
Moreover, Vabis is better in the rapidly changing network en-
vironment and the network with a high proportion of weak net-
work. In addition, in the real live scenarios, by comparing Vabis
with the outstanding adaptive bitrate methods, the user can intu-
itively feel that Vabis has a lower delay and smoother playback
than other methods.

In summary, this paper makes the following key contributions:
� Since the chunk-based approach will greatly increase the

video transmission delay, we refine the video transmission
unit to the frame level and construct a frame-based stream-
ing media transmission system.

� Since the problem of I-frame misalignment solved by the
transcoding server will greatly increase the video wait-
ing delay and resource cost of the streaming server, a
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Few-Wait ABR algorithm based on RL is designed to solve
this problem.

� Vabis adds three delay control mechanisms: slow play-
back, fast playback, and frame skipping. Through the tar-
get_buffer parameter of the server feedback, the client and
the server can jointly control to get ultra-low latency user
experience.

� To the best of our knowledge, we are the first to apply
rule-based and RL-based hybrid ABR algorithm to live
streaming scenarios. Due to the weak network making the
RL algorithm more conservative during training, as an opti-
mization, we specifically build a rule-based ABR algorithm
for the weak network.

II. SYSTEM DESIGN

A. Challenge

In this subsection, we introduce the challenges of building a
frame-based streaming media transport framework to achieve
optimal QoE on the basis of ensuring ultra-low latency.

1) Vabis need to balance a variety QoE goals, such as max-
imizing video quality (highest average bitrate), minimiz-
ing video rebuffering time (the duration time that the
client buffer is empty), minimizing video bitrate switching
times, minimizing video latency (the maximum time dif-
ference between when the video is captured and when the
user sees it). However, many of these goals are inherently
conflicting.

2) How to establish a frame-based streaming media trans-
mission system and achieve fine-grained control based on
the frame? Compared with chunk-based streaming me-
dia systems, frame-based systems not only need to handle
more frequent state transmission but also need to balance
the relationship between fine-grained control and control
costs.

3) How to make the environment changes quickly reflected
in the bitrate execution? We solve this problem of I-frame
misalignment by the algorithm. Due to that the location
of the next I-frame is unpredictable, the time difference
between bitrate decision and bitrate execution is also un-
predictable. This will result in that the decided bitrate is
not optimal when the bitrate switching strategy is exe-
cuted. So, how to achieve the few-wait between them is a
problem to be solved.

4) We adopt an RL-based approach to select the bitrate of
future frames. However, due to the problem of I-frame
misalignment, the RL-based method will inevitably cause
mismatching between action and reward during training.
More details can be seen in section 4.2. In order to achieve
the correct parameter update each time, how to achieve
action and reward match during RL training is a great
challenge.

5) How to optimize the performance of Vabis? Since the RL
algorithm selects the bitrate of future frames by the strat-
egy of maximizing the long-term cumulative reward, this
will lead to that the higher the proportion of the weak net-
work and the more conservative the training of the model

Fig. 3. Vabis’s system architecture.

will be. More details can be found in Section IV. In or-
der to optimize the performance of Vabis, how to design
a rule-based ABR algorithm separately for the weak net-
work is also a great challenge.

B. System Architecture

On the basis of the conventional chunk-based streaming me-
dia transmission framework, we refine the video transmission
unit to the frame level and propose Vabis for time-critical live
streaming, as shown in Fig. 3. On the client-side, Vabis designs
three delay control mechanisms to achieve fine-grained control
based on frames. On the server-side, a Few-Wait ABR algorithm
based on RL is designed to adaptively select the bitrate of fu-
ture frames, which can subtly solve the problem of I-frame mis-
alignment. Specifically, to optimize the performance of Vabis, a
rule-based ABR algorithm is proposed for the weak network.

Frame-based live streaming process: Fig. 3 demonstrates the
end-to-end process of live streaming based on frame. First, the
video sender pushes video streaming to the streaming media
server. Second, the player integrated into the client requests the
video frameN from the streaming media server frame by frame.
Only in every decision point (such as 0.5 s), the player sends the
client’s state information to streaming media server. Where the
client’s state information is calculated in the client player, in-
cluding the average of throughput, current buffer occupancy,
throughput trends, and so on. At the same time, the ABR al-
gorithm integrated into the streaming media server adaptively
select the bitrate of the future frame and the target_buffer by
client and server state information that can be observed. Third,
the server responds to the client’s request and sends the frameN
with the latest bitrate and target_buffer to the player. Finally, the
player requests the video frame one by one and plays it frame
by frame according to three kinds of delay control mechanisms.

Its characteristic is that the frame can be downloaded as long
as there are frames in the server playback buffer and frame can be
played as long as there are frames in the client playback buffer.
This can greatly reduce the waiting delay of the frame.

Delay control mechanisms: In Fig. 1, the target_buffer (T )
can be constructed as a triple [S, T,Q], where S represents the
slow playback threshold (S = αT ), and Q represents the fast

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on February 19,2023 at 09:55:45 UTC from IEEE Xplore.  Restrictions apply. 



2966 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 22, NO. 11, NOVEMBER 2020

playback threshold (Q = βT ). The client’s player controller per-
forms the following three mechanisms according to the current
playback buffer occupancy and triple: 1) When the occupancy
of the playback buffer is greater than Q, the player performs fast
playback that is the video of 1 s playsμs. 2) When the occupancy
of the playback buffer is less than S, the player performs slow
playback that is the video of 1 s plays νs. 3) The system default
frame is downloaded in order. A frame skipping event occurs
when the system end-to-end delay exceeds φs. That is the video
frame requested to the server is no longer the next frame, but the
latest frame with a delay of about ϕs.

ABR algorithm: ABR algorithm consists of three mod-
ules: weak network discriminator, RL-based ABR module
(Vabis_RL) and rule-based ABR module (Vabis_rule). Weak
network discriminator summarizes the unique characteristics of
the weak network according to the current buffer information
and historical network throughput records in client and server.
Its goal is to identify the weak network. Vabis_RL is a Few-Wait
ABR algorithm, which can train a neural network by network
trace without weak network and realize adaptive bitrate selec-
tion for future frames in complex scenarios caused by variable
network conditions and diverse video content. Because the bi-
trate selection of weak network is simpler and weak network
will make RL-based ABR algorithm more conservative during
training, we build Vabis_rule for the weak network, which is
based on the preset rules of fine-tuning heuristic form to achieve
bitrate selection.

Characteristics: Vabis is based on the HTTP adaptive stream-
ing (HAS [16], [17]) framework and MPEG Common Media
Application Format (CMAF [18]) standard for video delivery.
The basic unit of HAS transmission is a chunk, which can sig-
nificantly reduce the complexity of the operation. CMAF stan-
dard uses an HTTP chunked transfer encoding solution that long
chunks can be generated and delivered in small pieces so that the
encoder can output each small chunk for delivery immediately
after encoding it. However, since the bitrate switching can only
be performed at the chunk boundary, the bitrate switching pe-
riod is at least one chunk length. Vabis combines the advantages
of both, not only using frames as the basic unit of transmission
but also solving the I-frame misalignment problem so that the
period of bitrate switching is independent of the length of the
chunk.

Vabis focus on server-side [19], [20] adaptation solutions. The
reason is that the ABR algorithm in the live streaming scenarios
not only needs to consider the state information of the client but
also needs to consider the state information of the video sender.
Deploying the ABR algorithm on the streaming media server
can not only achieve the bitrate selection according to the global
information but also facilitate the updating and optimization of
the algorithm.

The latency considered by Vabis is the controllable delay be-
tween the client player and the streaming media server. The
reason is that the network topology between the video sender
and the server is intricate and its state information is difficult to
predict and control. In order to optimize the user experience, we
minimize the latency between the client player and the streaming
media server.

Fig. 4. Vabis_RL architecture overview.

III. VABIS_RL FOR NORMAL NETWORK

In this section, our goal is that the Vabis_RL can automati-
cally learn the video bitrate selection policy based on the state
information that can be observed and can solve the problem
of I-frame misalignment by the algorithm. So we used the
RL-based method to construct the ABR algorithm (Vabis_RL),
as shown in Fig. 4.

A. Vabis_RL Model

Vabis_RL trains a neural network, which can select the bitrate
of future frames according to the observed state information in
complex scenarios caused by variable network conditions and
diverse video content. The design details of the Vabis_RL are
shown below:

RL Framework: Many reinforcement Learning Frameworks
can be used to train learning agents, such as A2C [21],
TRPO [22], PPO [23], DQN [24], ACKTR [25], etc. Through
comparison, we finally choose the ACKTR algorithm based on
the AC framework as the algorithm framework of Vabis_RL.
ACKTR guarantees the stability of the algorithm by TRPO and
incorporates distributed Kronecker factorization that improves
sample efficiency and scalability.

State: At each decision point t, the agent of Vabis_RL inputs
the status information st = (qt, bt, gt, dt, ot,mt, nt, ut) into the
neural network, where qt is the video quality at the current time;
bt represents the playback buffer occupancy of the player at
the current time; gt indicates the current target_buffer size; dt
means the estimated controllable latency between the client and
the streaming media server at the current time, which can be cal-
culated by the difference between the arrival time of the latest
frame of the server and the current physical time; ot indicates the
estimated network throughput at the current time; mt means the
average value of the past 4 network throughput records; nt rep-
resents the estimated number of frames in the server buffer,nt =
(dt − gt) ∗ frame_rate, where frame_rate represents the
number of frames per second of video; ut indicates the predicted
probability of network throughput growth at the next moment.
The calculation method is as follows: First, we define four modes
for the trend of the adjacent four network throughput records:
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Fig. 5. Vabis_RL based Few-Wait ABR mechanism.

up_up_up, up_down_up, down_up_up, down_down_up. Then
the probability of four modes appearing in the past 1000 his-
torical network throughput records is calculated by a sliding
window with the window size of 4. Finally, according to the
trend of the past three network throughput records at the current
time, predict the probability of network throughput rising at the
next time.

Action: Action represents a decision made by an agent for
future frames at each decision point based on the observed state
information of the server and client. Unlike other ABR algo-
rithms, the action of Vabis_RL algorithm is not a single video
bitrate, but a combination of video bitrate and target_buffer.

Reward: There exists a significant variance in user prefer-
ences for video streaming quality of experience (QoE). In spite
of various studies in the past few years have formed a variety
of QoE metric [5]–[7], [26], they are all based on the chunk’s
QoE metric. So building a QoE that adapts to the live streaming
scenarios based on the frame will be crucial. The goal of Vabis is
to achieve maximum QoE on the basis of ensuring ultra-low la-
tency, including high quality, low rebuffering, high smoothness,
and low latency. After rethinking the correspondence between
structure based on chunk and structure based on the frame, ac-
cording to the needs of the real live streaming scenarios, we
finally construct the calculation formula of reward (QoE) based
on QoE metric used by MPC [6] as:

QoE = QoE1 +QoE2 (1)

QoE1 = −δ

N∑

n=1

|Rn+1 −Rn| (2)

QoE2 =

N∑

n=1

∑

f=1

(αRn,f − βTn,f − γLn,f ) (3)

Where Rn represents the bitrate of the nth decision-point;
Rn,f represents the bitrate of the fth frame between the nth de-
cision points and the (n + 1)th decision points. Tn,f represents
the rebuffering time that results from downloading the fth frame
at bitrate Rn,f .If the client’s buffer is empty, then Tn,f is equal
to the download duration of the fth frame, otherwise Tn,f is
equal to 0. Ln,f represents the latency that results from down-
loading the fth frame at bitrate Rn,f , which can be calculated
by the difference between the arrival time of the latest frame of

the streaming media server and the current physical time. QoE1

is used to penalize change in video quality to favor smoothness.
Coefficient α represents the video length of each frame. Coeffi-
cient β, γ and δ represent the penalty weight of the rebuffering,
latency and bitrate switching, respectively.

B. Vabis_RL Based Few-Wait ABR Mechanism

In order to achieve frame-based fine-grained control and
ultra-low latency requirements, we do not use the transcoding
server to solve the problem of I-frame misalignment but adopted
a Few-Wait ABR mechanism to solve, where Few-Wait means
that bitrate decision and bitrate execution can be synchronized
as much as possible. The problems caused by I-frame misalign-
ment are: 1) Bitrate decision and the bitrate execution are not
synchronized; 2) The time difference between them is difficult
to predict; 3) The decided bitrate is not optimal when the bitrate
switching strategy is executed. For example, when the GOP (the
distance between adjacent I-frame) is equal in length between
different bitrate videos, as shown in Fig. 5(a), the agent selec-
tions an action at according to state st. Due to that the video
bitrate will only switch at the I-frame position, the response
made by the environment according to at is not st → st+1 with
rt+1, but s1 → s2 with r1. And RL performs parameter update
based on [s1, at, r1, s2] instead of [st, at, rt+1, st+1]. This will
cause the problem of long-wait between action decision and ac-
tion execution and the problem that the action does not match the
reward during training. For example, when GOP is not equal in
length between different bitrate videos, as shown in Fig. 5(b), at
time t, the action may not act on the environment at all because it
does not encounter an I-frame. This will cause the problem that
the waiting time between action decision and action execution
is unpredictable. Therefore, solving the I-frame misalignment
problem will be a great challenge.

The traditional DRL model training process can be described
as follows. At time t, first, the agent selects an action at based on
the current state st of the environment. Then the environment re-
sponds according to the action and generates a new state st+1 and
reward rt+1. Finally, model implements parameter updates to the
neural network according to the quaternion [st, at, rt+1, st+1].
During this time, action and reward are always synchronized.
Few-Wait ABR mechanism designs a new method of decision
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TABLE I
DECISION POINTS AND LEARNING POINTS DURING TRAINING

point selection and training logic structure to solve the I-frame
misalignment problem. The details are as follows:

Decision point: Traditional chunk-based streaming media
frameworks perform action selection at the GOP boundary.
Since the GOP is a fixed length (4 s), the agent makes an action
selection on average 4 s. To reduce the waiting time between
bitrate decision and bitrate execution, we take action selection
every Ns. When N is equal to 0.5, it can achieve a great balance
between fine-grained control and control costs.

Test logic: Perform an action selection every 0.5 s physical
time. Only when the I-frame of the decided bitrate video in the
next 0.5 s appears will the video bitrate be switched.

Training Logic: To achieve every parameter update of the
Vabis_RL algorithm is correct and achieve the few-wait between
action decision and action execution. We constructed four train-
ing logics in a heuristic way, as shown in Table I:

Logic_1: Although Logic_1 can ensure synchronization be-
tween training and testing stages, the biggest problem is that
the reward acquired at the 0.5 s boundary is not necessarily
the reward generated by the action made by the previous 0.5 s
boundary. This will cause the Vabis_RL algorithm to perform
multiple incorrect parameter updates, and thus will not be able
to train the correct model at all.

Logic_2: Although Logic_2 can guarantee the
[st, at, rt+1, st+1] matching of each parameter update in
the training phase, the biggest problem is that the training and
testing phases are not synchronized. This will result in poor
performance of the trained model in the test phase.

Logic_3: Vabis_RL selects an action at each 0.5 s bound-
ary that I-frame within the previous 0.5 s, and learns the state
information that can be observed at the I-frame position in
the previous 0.5 s. The decision time of action will be ex-
actly one GOP different from the execution time of action. The
neural network can learn and update parameters according to
[st, at−1, rt+1, st+1] at each decision point. This can greatly
guarantee that the action matches the reward when each param-
eter is updated and reduce the number of times an action will
never act on the environment. Because the sampling period of
network throughput is 0.5 s, the state information of the I-frame
position is similar to that of the 0.5 s boundary. This can also
better ensure that the training phase matches the testing phase.

Logic_4: This logic structure can not only match the train-
ing phase with the test logic but also achieve a large degree
of synchronization between action and reward. But the biggest
problem is that it is difficult to predict whether there will be
I-frame in the next 0.5 s. This will also lead to multiple wrong
parameter updates of the neural network. For example, even if

we can know that there are I-frames in the next 0.5 s video trace
in the training stage, I-frame may not appear in the next 0.5 s
physical time due to video rebuffering.

Compared with the four training logics, Logic_3 can better
solve the problem of long-wait between action decision and ac-
tion execution, and the problem that the action does not match
the reward during training. The Logic_3 achieves the best results
through the experimental comparison in Section V. Therefore,
we finally choose Logic_3 as our training logic structure.

IV. VABIS_RULE FOR WEAK NETWORK

Since the Vabis_RL selects the bitrate of future frames by the
strategy of maximizing the long-term cumulative reward, this
will lead to that the higher the proportion of the weak network
and the more conservative the training of the model will be. As-
suming that the network is poor for a long period, the long-term
cumulative reward of the model calculation takes into account
the role of the weak network. However, for the case of better
network conditions in the next period, the model cannot instan-
taneously improve the decision bitrate. Instead, the decision bi-
trate is gradually improved. In order to improve the performance
of the Vabis algorithm, we design a rule-based ABR algorithm
separately for the weak network (The average network through-
put is less than 1 Mb/s). Especially in the Wi-Fi environment,
during the peak period of network usage, the optimization of
weak networks will be more valuable.

Weak network discriminator: By summarizing and analyzing
a large number of real traces of weak network, we obtain two
unique characteristics of the weak network: 1) the average net-
work throughput. We find that the average network throughput
of the weak network is generally smaller than that of other net-
works. We can characterize the weak network by taking the aver-
age of the firstmhistorical network throughput records. Through
experiments verified that it is best when m is 4. 2) The chang-
ing trend of network throughput. We find that the throughput
variance of the weak network is also generally smaller and most
of the weak network throughput will show a concussion mode.
As shown in Fig. 6, we can find that the three adjacent network
throughput records increases or decreases continuously with a
lower probability. Accordingly, we calculate the probability that
the adjacent three network throughput records are continuously
rising or continuously decreasing in the past n historical net-
work throughput records. We verified through experiments that
it is best to characterize the weak network when n is 12.

Vabis_rule algorithm: In the case of the weak network, the
choice of bitrate is relatively simple and it is more inclined to
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Fig. 6. Trace of network throughput change in the weak network.

Algorithm 1: Vabis_rule Algorithm
Input: thr_record: historical network throughput records
Output: T: target_buffer B: bitrate of future frames

if get_tend(thr_record[-m:])< α then
if mean(thr_record[-n:])< β then

B=Rmin, T=0.2, return
end if

end if
if get_tend(thr_record[-m:])< γ then

if mean(thr_record[-n:])< μ then
B=Rmin, T=0.2, return

end if
if mean(thr_record[-n:])< ν then

B=Rmin, T=0.35, return
end if

end if

choose low bitrate. Therefore, high performance can be achieved
by only using preset rules of fine-tuning heuristic form. The
details of the Vabis_rule algorithm are as Algorithm 1. In
Algorithm 1, thr_record is used to storage past network
throughput records, and get_tend function is used to calculate
the probability of continuous increase or decrease of network
throughput in the past 12 historical network throughput records.
The get_trend function is calculated in the same way as ut in
the state information of the Vabis_RL algorithm.

V. SYSTEM IMPLEMENTATION

In this section, we describe the specific implementation of the
various components of the Vabis system.

First, we decide the best hyper-parameters of the Vabis_RL
algorithm. Vabis_RL network structure contains two fully-
connected layers, and the number of hidden cells per layer is
128. Results from these layers are then aggregated in a hidden
layer that uses N (N is equal to the number of action) neu-
rons to apply the softmax function. The critic network uses the
same NN structure, but its final output is a linear neuron (with-
out activation function). During training, we use the cumulative
discount factor γ = 0.99, which realizes that the current action
will be affected by the future four-time steps. The learning rate
of the actor-network is 0.0001 and the learning rate of the critic
network is 0.001. The number of actions is n ∗m, where n rep-
resents the number of bitrates and m represents the discrete
number of target_buffer. Through experimental comparison, as

TABLE II
TARGET_BUFFER PERFORMANCE COMPARISON

shown in II, we finally discretize the target_buffer to 5-tuple
[0.09, 0.35, 0.8, 1.6, 2.0]. The reward metric has 4 hyperparam-
eters, where α represents the video length of each frame, cal-
culated as α = 1/frame_rate. Because cooperative enterprise
builds an outstanding set of evaluation indicators through years
of user feedback, which can more accurately reflect the user’s
preference in the live streaming scenarios. Based on the evalu-
ation indicators of cooperative enterprise in the live streaming
scenarios, We set the hyper-parameter of QoE metric asβ = 1.5,
γ = 0.005, δ = 0.02.

To generate Vabis_rule algorithmm, all the best hyper-
parameters are obtained according to the statistical charac-
teristics of the real network traces. When α = 0.3, β = 0.38,
γ = 0.15, μ = 0.64, ν = 0.80, We have 95% confidence that the
network trace of this segment is a weak network trace. Then, we
decide the best hyper-parameters of the delay control mecha-
nisms by grid search method. The results is α = 0.5, β = 2.0,
μ = 0.95, ν = 1.05, φ = 7, ϕ = 3.

Vabis_RL vs. Vabis_RL + Vabis_rule: We perform a per-
formance comparison test between the Vabis system with
Vabis_rule algorithm and the Vabis system without Vabis_rule
algorithm. We use a hybrid network trace where the ratio of the
weak network is 10%. The experimental results are shown in
Fig. 7(c). We can find that the Vabis using Vabis_rule algorithm
is significantly higher than Vabis using only the Vabis_RL al-
gorithm in terms of QoE. Especially in the Wi-Fi environment,
during the peak period of network usage, Vabis_rule perfor-
mance optimization will be more obvious. Therefore, we can
confirm through experiments that the performance of the Vabis
system can be improved by the Vabis_rule algorithm.

Training logic comparison: First, we compare the four train-
ing logic structures in Table I. The experimental results are
shown in Fig. 7(a) and Fig. 7(b). We can clearly see that the
training effect of Logic_1 is the worst, while the training ef-
fect of Logic_3 is the best. This is because Logic_1 completely
violates the training mode of reinforcement learning. Most of
the rewards do not match the action. The problem of Logic_2 is
that the training and testing phases are not synchronized. This
will result in poor performance of the trained model in the test
phase. Because the location of the next I-frame is difficult to
predict, Logic_4 also has many mismatches between action and
reward. Logic_3 can better solve the problem of long-wait be-
tween action decision and action execution and the problem that
the action does not match the reward during training. Through
the experimental results, Logic_3 is an optimal Few-Wait ABR
mechanism.
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Fig. 7. Vabis implementation.

VI. SYSTEM EVALUATION

A. Simulator and Datasets

Simulator: Based on the Vabis system, we implement a public
live simulator (Vabis simulator). It stimulates the interaction be-
tween the client video player and the streaming media server for
last-mile delivery. It not only implements the process of client
player requesting frames and receiving in frames, but also im-
plements the process of client decoder decoding and playing
frames in the client buffer. Between the client and the streaming
media server, it uses mahimahi’s network emulation tools [27]
to emulate many different link conditions (different Round-Trip
Time and network bandwidth) by taking the real network trace
as inputs. Vabis simulator takes the video trace and the output of
Mahimahi as inputs to simulate the dynamics of video sources
and the last-hop network bandwidth fluctuation. The bitrate and
target_buffer are decided by the Vabis algorithm. Vabis simulator
takes the outputs of the Vabis algorithm as the input to simulate
server decisions. Vabis simulator takes the environmental status
information of the client and the streaming media server as out-
puts to simulate environmental status changes per download of
one frame.

Frame traces: The video dataset used in this paper has two
main sources. Part one, the competition dataset (frame_trace_1)
of the global intelligent network transmission competition [28].
frame_trace_1 contains video data of three application scenar-
ios, namely: game live streaming, indoor live streaming, and
sports live streaming. Each video dataset includes four types of
bitrate video data, which are [500 kb/s, 850 kb/s, 1200 kb/s,
1850 kb/s]. Part two, dataset (frame_trace_2) is collected from
streaming media servers deployed by the cooperative company
in Japan. frame_trace_2 is acquired by collecting one hour a
day for one month continuously. The dataset includes two types
of bitrate video data, which are [500 kb/s, 1200 kb/s]. Each
video trace contains three kinds of information: the time when
the frame arrives at the streaming media server, the size of the
frame, and whether the next frame is an I-frame.

Network traces: In order to verify that Vabis can obtain opti-
mal QoE in a wide range of network environments, it is necessary
to construct a large-scale network trajectory dataset containing
different network conditions for training and testing. Therefore,
we consider building the network trace dataset in the following
three ways.

Construct a synthetic network trace dataset (network_
trace_1). We generated 1000 weak network traces, 1000 medium
network traces and 1000 strong network traces through the script
provided by the global intelligent network transmission compe-
tition [28]. Then, different network traces are sliced in units of
5 s. Finally, three kinds of network traces are fused by random
methods and 1000 mixed network traces are obtained. The col-
lection unit of each network throughput record is 0.5 s.

Collect a real network trace dataset (network_trace_2). By
using the real live streaming platform built by the cooperative
company, we collected 1000 real network traces in WiFi and
4G scenarios. The collection unit of each network throughput
record is 0.5 s.

Splice two public network trace datasets. We create a corpus
of 500 network traces of 500 seconds by combining two pub-
lic datasets, including the 3G/HSDPA mobile dataset collected
from Norway [29] and the 4G/LTE mobile dataset collected from
Belgium [30]. We create another corpus of 500 network traces
of 500 seconds by Splicing FCC broadband dataset provided by
the US Federal Communications Commission [31].

B. Baseline ABR Algorithms

We present performance comparisons between Vabis and five
baseline algorithms, which are representative of the state-of-art
in bitrate adaptation. To adapt to the frame-based streaming me-
dia transmission framework, the algorithms have been slightly
modified.

1) BBA: Huang et al. proposed a buffer-based algorithm
(BBA) [4], which uses a reservoir of 5 seconds and a
cushion of 10 seconds. It attempts to select bitrates by
linear regulation such that the buffer occupancy is al-
ways maintained above 5 seconds. The highest avail-
able bitrate is selected if the buffer occupancy exceeds
15 seconds.

2) Festive: Jiang et al. proposed a rate-based algorithm (Fes-
tive) [32], which predicts throughput using the harmonic
mean of the throughput values obtained during the past
5 decision point. Then, it selects the highest available bi-
trate that is below the predicted throughput.

3) MPC: Yin et al. proposed a quality-based algorithm
(MPC) [6], which selects bitrate to achieve the maximum
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Fig. 8. Performance comparison between Vabis and existing ABR algorithms in different video scenarios in terms of average bitrate, rebuffering penalty,
smoothness penalty and latency penalty by using frame_trace_1 and network_trace_1.

Fig. 9. Performance comparison between Vabis and existing ABR algorithms in different network scenarios in terms of average bitrate, rebuffering penalty,
smoothness penalty and latency penalty by using frame_trace_2 and network_trace_2.

of given QoE metric for future 5 horizons by buffer occu-
pancy observations and throughput predictions (computed
in the same way as Festive).

4) Robust-MPC: Using the same approach as MPC. It imple-
ments the optimization of the MPC algorithm by consider-
ing and accounting for errors observed between predicted
and observed throughput values during the last 5 decision
points.

5) Pensieve: Mao et al. proposed a RL-based algorithm (Pen-
sieve) [7], which trains a neural network by optimizing
the QoE metric and implements bitrate selection for fu-
ture frames according to environmental state information
that can be observed. Assume that the frame is continu-
ously downloaded 2 s as a chunk. For the Vabis system,
we retrain a neural network model by using the same con-
figuration as the pensieve in the simulation environment.

C. Vabis Algorithm vs. Existing ABR Algorithms

In this subsection, in order to evaluate the Vabis algorithm,
we compare it with existing state-of-the-art ABR algorithms
in different video scenarios and network conditions in terms
of each QoE metrics. Those outstanding ABR algorithms are
listed in VI-B, which include BBA, Festive, MPC, Robust-MPC,
and Pensieve. Those QoE metrics are listed in III-A, which in-
clude average QoE, bitrate utility, latency penalty, rebuffering
penalty, and smoothness penalty. For comparison, we train all
ABR algorithms in the Vabis system. In each experience, we
continue to iterate the Vabis algorithm and Pensieve algorithm

Fig. 10. Performance comparison between Vabis and existing ABR algorithms
in different video scenarios in terms of QoE by using frame_trace_1 and net-
work_trace_1.

until we get the optimal model of the considered QoE metrics.
For BBA, Festive, MPC, Robust-MPC algorithms, we adjust
the parameters of each algorithm to get the optimal QoE metrics
value. We use frame_trace_1 and network_trace_1 to compare
the performance of various algorithms in different video scenar-
ios. The experimental results are shown in Fig. 8 and Fig. 10.
We use frame_trace_2 and network_trace_2 to compare the per-
formance of various algorithms in different network scenarios.
The experimental results are shown in Fig. 9 and Fig. 11.

We can find that Vabis performance is optimal in terms of
QoE, video quality, rebuffering duration, switching frequency
and latency, compared with other outstanding ABR algorithms
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Fig. 11. Performance comparison between Vabis and existing ABR algorithms
in different network scenarios in terms of QoE by using frame_trace_2 and
network_trace_2.

whether in different video scenarios or different network sce-
narios. Especially in terms of latency and QoE, Vabis is sig-
nificantly better than the existing methods with decreases in an
average delay of 32%–77% and improvements in average QoE of
28%–67%. The main reasons are: 1) Vabis does not use chunk as
the basic unit of decision making, but constructs a frame-based
streaming media system to achieve frame-based fine-grained
control. 2)Vabis adds three delay control mechanisms to achieve
joint control between the client and the server. 3) Vabis adopts
a rule-based and RL-based hybrid ABR algorithm for bitrate
selection, which can optimize each other to achieve better per-
formance. 4) Vabis does not solve the I-frame misalignment
between different bitrate videos through the transcoding server
but solves it through the Few-Wait ABR mechanism. In this way,
Vabis can minimize the waiting delay of the frame and achieve
the best QoE on the basis of ensuring ultra-low latency.

D. Generalization

In this subsection, to verify models learned by the Vabis al-
gorithm has a strong generalization, we compare it with exist-
ing state-of-the-art ABR algorithms in different video scenarios
and public network datasets in terms of average QoE. Those out-
standing ABR algorithms are listed in VI-B, which include BBA,
Festive, MPC, and Pensieve. We compare three types of video
scenarios with the highest viewing frequency, which are room
live streaming, game live streaming, and sports live streaming.
We compared two types of commonly used network datasets,
namely the 3G/4G wireless network [29], [30] and broadband
network [31]. For comparison, we run all ABR algorithms in the
Vabis system. The experimental results are provided in the form
of full CDFs for all situations.

As shown in Fig. 12 and Fig. 13, Vabis algorithm can main-
tain high levels of performance for each video scenarios and
network conditions considered. We can find that the average
QoE performance of the Vabis algorithm in sports live stream-
ing is optimal in different video scenarios. This is because, for
large-scale sports events, the live streaming platform will allo-
cate special lines and large bandwidth for video transmission,
which will minimize the latency of video transmission and in-
crease the quality of video transmission.

We can find that the average QoE performance of the Vabis
algorithm in the broadband network is optimal in different net-
work conditions. This is because the broadband network is rela-
tively stable and the variance of network throughput variation is
small. Therefore, network throughput prediction is more accu-
rate. This will achieve more optimal bitrate decision making and
get the best user experience. Conversely, in wireless networks
with large changes in network throughput, network throughput
prediction will be more inaccurate. To avoid rebuffering and
decrease latency, the ABR algorithm often chooses a relatively
conservative video bitrate instead of the optimal video bitrate.

E. Real World Evaluation

In this section, we establish a real live platform with the co-
operative company to experimentally evaluate Vabis. First, the
video sender pushes the live video streaming to the streaming
media server through the wireless network and the client sends
a video request to the streaming media server through the wire-
less network. Then the streaming media server calls Vabis to
get the video bitrate and target_buffer based on the current state
information. Finally, the streaming media server responds to the
client’s request and sends video streaming. To ensure the con-
trollability of the following comparative experiments, we deploy
a network loss meter between the streaming media server and the
client to control network changes. We collect video traces on the
server-side for simulator testing. First, we test the performance
of Vabis and the outstanding ABR algorithms in real-world sce-
narios. Then we use the same video traces and network traces to
test in the simulator.

In Fig. 14, We can see that the test results of Vabis and the
outstanding ABR algorithms are slightly better in the simulator
than in the real environment, but the overall difference is not big.
This is because the state information of the real environment has
a time difference in the process of data transmission. But overall,
the overall performance of Vabis is optimal, both in the simula-
tor and in the real world. And our algorithm is compared with
the cooperative company‘s existing algorithms, the effect is the
best from some evaluation indicators and the user’s intuitive ex-
perience. Users can intuitively feel that Vabis has lower latency
and smoother playback than existing methods.

VII. RELATED WORK

With the development of 5G, the volume of HTTP-based live
streaming traffic will grow rapidly and live streaming applica-
tions will be developed in various fields [1]. Live streaming
can now be watched at any time, anywhere, and under any net-
work environment. Compared with the video transmission in the
previous on-demand scenarios, live streaming on the basis of
high-quality and low-rebuffering, adding new requirements for
real-time interaction [33]. In order to improve the user watching
experience [3], [12], [34], balance the relationship between high
quality, low rebuffering, high smoothness, and low latency [35],
many outstanding ABR algorithms and streaming media frame-
works have been proposed to solve this problem.

ABR algorithm: The existing ABR algorithms can be mainly
divided into the following four classes:
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Fig. 12. Performance comparison between Vabis algorithm and existing outstanding ABR algorithms in different video scenarios in terms of QoE metrics. Result
were collected on the 3G/HSDPA and 4G/LTE hybrid network datasets.

Fig. 13. Performance comparison between Vabis algorithm and existing outstanding ABR algorithms in different video scenarios in terms of QoE metrics. Result
were collected on the FCC broadband network datasets.

Fig. 14. Performance comparison between Vabis and existing ABR algorithms
in real live platform and simulator in terms of QoE.

Buffer_based: The video bitrate requested by the client to
the server at the next moment is determined only according to
the current playback buffer occupancy. The goal of these algo-
rithms is to keep the playback buffer occupancy within a suitable
range that balances rebuffering and video quality. For example,
the BBA algorithm [4] proposed by Huang et al. is a typical
buffer-based ABR algorithm. It selects the bitrate by keeping the
playback buffer occupancy above 5 s. And when the playback
buffer occupancy exceeds 15 s, the highest bitrate is automati-
cally selected. This type of algorithm also includes BOLA [26].

Rate_based: Estimate the network throughput available at
the next moment according to the historical records of network
throughput and determine the video bitrate that the client re-
quests from the server at the next moment. For example, the
FESTIVE algorithm [32] proposed by Jiang et al. The network
throughput at the next moment is predicted by calculating the av-
erage network throughput during the past 5 chunks. The highest
bitrate less than the predicted throughput is taken as the request-
ing bitrate of the client at the next moment. This type of algorithm
includes CS2P [5], pandas [36], Squad [37], PSNR [38].

Quality_based: Use the historical records of network through-
put and the occupancy of the current playback buffer to jointly
predict the video bitrate that the client needs to request from the
server at the next moment. For example, the MPC algorithm [6]
proposed by Yin et al. According to the current buffer occu-
pancy and network throughput prediction, the bitrate selection
at the next moment is performed to maximize the QoE metric.
This type of algorithm includes BOLA-E [39], ELASTIC [40],
ABMA + [41];

RL_based: Use the reinforcement learning algorithm [21],
[25] to train a neural network according to the environment state
that can be collected to realize the bitrate selection of future
chunk in different network states. For example, the pensieve
algorithm [7], [42] proposed by Mao et al. It can adjust the
parameters adaptively according to different inputs to get the
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optimal bitrate of future frames. This type of algorithm includes
QARC [15].

Since the first three methods are adaptive bitrate algorithms
based on fixed rules. They only build simple and inaccurate mod-
els based on fixed rules in the current environment. Therefore,
these methods are inevitably unable to achieve optimal perfor-
mance for complicated and various network conditions [43],
[44]. The RL-based method can automatically adjust its pa-
rameters according to its input to obtain the optimal bitrate
in complicated scenarios caused by variable network condi-
tions [45]–[47] and diverse video content. However, because
the existing RL-based approach does not consider latency re-
quirements, it is not suitable for live streaming scenarios that
are more complicated and require extremely low latency.

Streaming media framework: HTTP adaptive streaming
(HAS) has become the common framework to offer viewers
a great quality of experience, eg. MPEG’s Dynamic Adaptive
Streaming over HTTP (DASH)[16] and Apple’s HTTP Live
Streaming (HLS)[17]. the feature of HAS is that the client can
only request the most recent full chunk in the server buffer and
can only decode the most recent full chunk in the client buffer.
It can significantly reduce the complexity of the operation, but
it will result in the end-to-end latency longer than two-chunks
duration, which is intolerable in ultra-low-latency live video
transmission.

For ultra-low latency live streaming scenarios, where the du-
ration from the capture to rendering is expected to be five sec-
onds or less, two improved transmission methods based on HAS
framework have been proposed to reduce latency. One way is that
a chunk of long duration is divided into chunks of short duration
by inserting some Intra-coded frames (I-frames)[48], which can
effectively reduce the video transmission latency by reducing
the waiting time of the full chunk downloaded. Since I-frame
tend to be larger than the non-I-frame, this approach would sig-
nificantly reduce the efficiency of the encoding servers and in-
crease transmission bandwidth overhead. Another way is to use
MPEG Common Media Application Format (CMAF)[18] stan-
dard, an HTTP chunked transfer encoding solution [49], [50].
Long chunks can be generated and delivered in small pieces.
The advantage of breaking up the chunk into pieces is that the
encoder can output each piece for delivery immediately after en-
coding it. This will lead to a direct reduction in overall latency
by the same amount.

However, since the bitrate switching can only be performed at
the chunk boundary, the bitrate switching period is at least one
chunk length. Vabis combines the advantages of both, not only
using frames as the basic unit of transmission but also solving
the I-frame misalignment problem so that the period of bitrate
switching is independent of the length of the chunk.

VIII. CONCLUSION

In this paper, we propose Vabis, a video adaptation bitrate
system in units of the frame for time-critical live streaming.
Through delay control mechanisms, ABR algorithm based on
RL and fixed rule hybrid, and Few-Wait ABR mechanism, Vabis

achieve the goal of obtaining optimal QoE on the basis of en-
suring low latency. We compare Vabis with the existing out-
standing adaptive bitrate methods. Vabis is significantly better
than the existing methods with decreases in an average delay of
32%–77% and improvements in average QoE of 28%–67%. In
the future work, we hope that this algorithm can be deployed in
large-scale network topology, and adaptively construct a unique
video adaptive bitrate system according to the environment state
of different regions. And it is not uncommon that live streaming
systems may encounter flash crowd issues [51]–[53]. We hope
that our system can react to such challenging scenarios.
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